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(8) LC [the capacity for language] appears to be a true species property, unique to humans in essentials and
invariant among human groups, indicating that it has undergone little if any evolutionary change at least since
our ancestors left Africa some 60,000 ya — possibly about twice that long, as some very recent genomic
studies. (Chomsky 2016, 1)

(9)  The most salient property of LC is that languages consist of a discrete infinity of structured expressions that are
interpretable in a definite way by the conceptual-intentional system (CI) of thought and action and by a
sensory-motor system (SM) for externalization, thus yielding a sound-meaning correlation over an infinite

range, though the sound system, while convenient, is only one option. (Chomsky 2016, 2)
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LC is thus based on a generative computational system (GEN) consisting of combinatorial operations that
operate on atomic elements of the lexicon to yield the two interface representations. At the Cl interface, GEN
yields a kind of “language of thought” (LOT); in different terminology, a system of “conceptual structures (CS).
The lexicon includes substantive terms (word-like elements, though not words) and others that play a role in
GEN. (Chomsky 2016, 2)

The study of evolution of LC therefore seeks to establish the nature of the Lexicon and of the computational
operations of GEN. (Chomsky 2016, 2)

A problem that arises at once is the apparent variety, diversity, and easy mutability of language, properties that
appear to be inconsistent with the conclusion that UG is a species property; not having evolved throughout
detectable human history. The problem would be resolved if these properties of language are confined,
perhaps completely, to the lexicon and to externalization (hence to the SM interface). [...] the core system
generating Cl is close to uniform, as we should expect simply from the fact that it is acquired with little direct
evidence, in many cases none at all. Still, a question arises about the evolution of the options of variation—
“parameters” as they have been called in recent work. The optimal conclusion would be that they did not
evolve at all. (Chomsky 2016, 3)

Recall that there are two basic problems: the origins of the lexical/conceptual atoms and of GEN. On the
former, there is very little to say, particularly for the terms used to refer and to relate internal languages to the
world. On GEN, the simplest assumption consistent with the limited evidence about evolution and what is know
about what evolved is that some, perhaps relatively small, rewiring of the brain produced the simplest
computational operation [Merge (X, Y) = {X, Y}], accessing the lexicon and thus yielding LOT/CS and the
capacity for thought, planning, reflection, and creativity, over an (in principle) unbounded range. Yielding
selectional advantages, the trait might have proliferated through a small community, over time providing the
motive for devising expressions that express thought. That poses the cognitive problem of relating an internal
system that might conform closely to principles of computational efficiency to SM systems that have no special

relationship to it, a problem that can be solved in many ways... (Chomsky 2016, 3-4)

4. Merge (X,Y)={X,Y} 72} TIZFR+4%

(14)

One goal of linguistic theory (UG) is to determine the fixed properties of BP and the options of variation.
Naturally, one seeks the simplest account of UG. One reason is just normal science: it has long been
understood that simplicity of theory is essentially the same as depth of explanation. But for language there is

an extra reason: UG is the theory of the biological endowment of the language faculty, and each complication
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of UG therefore poses a barrier to some eventual account of the origin of language, to the extent that this can

be attained. (Chomsky 2015, 3-4)

In the best case, phenomena would be explained by interaction of the simplest computational operation -
Merge, with its two logically possible subcases, Internal Merge IM (automatically yielding “the copy theory of
movement”) and External Merge EM - interacting with general principles of minimal computation MC. The
Strong Minimalist Thesis SMT articulates this goal. (Chomsky 2015, 4)

For a syntactic object SO to be interpreted, some information is necessary about it: what kind of object is it?

Labeling is the process of providing that information. (Chomsky 2013, 43)

We assume that a label is required for interpretation at the interfaces, and that labels are assigned by a

minimal search algorithm LA applying to an SO (like other operations, at the phase level). (Chomsky 2013, 46)

LA is trivial for {H, XP} structures, H a head. In this case, LA selects H and the usual operations apply. The
interesting cases are {XP, YP}, neither a head, in which case LA finds {X, Y}, the respective heads of XP, YP,
and there is no label unless they agree. In that case, the label is the pair of the agreeing elements. (Chomsky
2015, 7)

i. roots [R] alone are too “weak” to search as labels (Chomsky 2015, 8)

ii.  Tissimilar to roots: T is too “weak” to serve as a label (Chomsky 2015, 9)

jii.  Justas English T can label TP after strengthening by Spec-T, so R can label RP after object-raising
(Chomsky 2015, 10)
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i [sCl,TomT [[3 tvi.. 7] (“Tom read a book)
i.  [gVv'[gJdohnR [ﬁt .. J1) (‘they expected John to win”)
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languages have unvalued features, assigned values in certain structural positions (Chomsky 2015, 5)
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(24) i. Interfaces + Recursion = Language

ii.  Interface + Recursion + uF = Language

(11)  The study of evolution of LC therefore seeks to establish the nature of the Lexicon and of the computational
operations of GEN. (Chomsky 2016, 2)

(25) i the Lexicon = uF
i. GEN = Merge (X, Y)={X, Y}

@) FH - NTRA=H DT T u—FORETNERIL, TR HEO T +—~ v b LERZ
GIVEEL7ZE WS ZERATT, Zo7 Fu—FicLuf, BEIEHEIC (B25<13) @
AT B AR R T B RBEICR X 5 2 L0 B ATTA, FEREOHEEILME 72 <
HREZE L TINESN TV L2DITTND, ZOFEKTH, BERT7+—~ v b 8D
En=o<c¥, (pb2)

(26) UF N ED XL HIITIEMILEN DD (723720 D) 1 Interfaces DEEEE i 729 O Th vk
HEIRAZE L CHFEN, UF DEEEORM L L THAG 2N TEEBICERNE LD EE X
Hb, (WU 2016 = 1R)

(27) SEEIIRERT A= ENRTER S =D, F i Cl Interface D EEEE 23 727
72 DI BER T K 72 uF 25, WIEREE L L CH 2 BT 5 Lexicon IR \W Tl b Bl R
IER) MEBTHEELTWAZ EICERL TWADTIXRWES 9 D,

2% 3k

Chomsky, Noam. 2012. The Science of Language: Interviews with James McGilvray. Cambridge: Cambridge University
Press. [BHIARIFR [F a2 AAF— FSEHOFFE Z &3 -0« NHEANE] S#EE 2016]

Chomsky, Noam. 2013. Problems of projection. Lingua 130: 33-49.

Chomsky, Noam. 2015. Problems of projection: Extensions. In Structures, strategies and beyond: Studies in honor of
Adriana Belletti, ed. by Elisa Di Domenico, Cornelia Hamann and Simona Matteini, 3-16. Amsterdam: John
Benjamins.

Chomsky, Noam. 2016. The language capacity: architecture and evolution. Psychonomic Bulletin Review. [Chomsky, N.
Psychon Bull Rev (2016). doi:10.3758/s13423-016-1078-6]

WYREH 7. 2016. TUFIZDUNT Y ms. H AR E T30,

— 413 —





